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Abstract—We present an efficient implementation of a coded and complexity tradeoff when compared to RS-PPM and Low-
modulation for the deep space optical channel. NASA desigde Density Parity Check (LDPC)-PPM. We may approximate true
this so called serially concatenated pulse position moduian ML decoding while limiting the SCPPM decoder complexity

(SCPPM) code to provide an optical link that can operate witlin . . . . L
one dB signal energy of the Shannon capacity during a nominal by iteratively decoding the modulation and the ECC. This is

mission condition from Mars. Here, we describe some of the @i~  In fact the “turbo” principle and more details can be found in
lenges in realizing the SCPPM decoder on a field-programmakl  [5].

gate array (FPGA). Through various architectural optimizations, This paper is organized as follows: in Section Il we provide
we achieve a 6 Mbps decoder on a single FPGA. Moreover, we 53 moqe| of the optical communications channel. In Section
demonstrate that it is possible to communicate reliably on a M . . f the SCPPM cod dits d di
efficient bits-per-photon count in an end-to-end SCPPM cod# 'W(? give an OV?rV'ew o ? code and Its aecoding
system? algorithm. In Section 1V, we discuss some of the challenges a
sociated with hardware implementation of the SCPPM decoder

. INTRODUCTION . o . : .
and describe our efficient approaches in detail. In Section

Communication over deep-space is difficult. CommunicQ/—
. ; we present the performance of a stand-alone decoder
tions beams spread as the square of the distance betw

the transmitter and the receiver. For example, geosynolmmngr{?(Iil an end-to-end optical communications system employing
Earth orbit (GEO) satellites are about 40,000 kilometers)(k SCPPM.
in altitude and the average Mars-Earth distance is 80 millio ) Il SYS_TEM DESCR”_:T'(_)N
km. Therefore, the extra distance that a communication beanYVe consider an optical communications system that uses
would have to travel from Mars to Earth would make datdiréct photon detection with a high-order pulse-positiondm
transfer 4 million times more difficult than from a GEoUlation (PPM) [1, Ch. 1.2]. An)M-order PPM modulation
satellite to Earth. The signal power required to meet thisaex US€S @ time interval that is divided intd/ possible pulse
effort and to cover this distance squared loss is greater tHgcations, but only a single pulse is placed into one of the
66 dBs! possible positions. The position of the pulse is determimgd
One way to increase the transmission rate from deep-sp(%% mforrnatyon to be tran_sm|t.ted. A dlqgram of the OPt'Ca'
is through the use of more powerful transmit and recei\;é)mmunlcatpns system in discussion is Sh?""“ in Fig. 1.
antennas. However, this comes at a cost in increased antehi§ information bitsu = (uy,uz,---, ux) are independent

sizes which makes realization impractical. Another way {dentically distributed (i.i.d.) binary random variablessumed

to communicate using frequencies much higher than radf t@ke on the values 0 and 1 with equal probability. The
frequency (RF) such as that of optical signals. Beams aehigf€ctor u 1 encoded toc = (c1,¢z,--+,¢n), @ vector ofn

frequency are more directionally concentrated and thisaa| PPM symbols. At ,the, receiver, light is fo_cused ona deFector
a more efficient reception of the transmit energy [1, Ch. 1]_that responds to individual photons as illustrated in Fig. 2

NASA legacy error-correcting code (ECC) design for REOr each photon sensed, the detector produces a banddimite

communication is the concatenation of an inner convollaiionwaveform for input to the demodulator. This waveform is used

code and an outer Reed-Solomon (RS) code [2]. DecodiH)%_eSt'mate the photon (_:ounﬁt_,-, within each slot.. On the

is performed in one pass utilizing hard bit-decisions. TI"% ISson channgl, a nonsignaling slot has average photon cou
discovery of turbo codes [3] and their suboptimal but effect '’ qnd a S|gnallng sIo’t _ha; average coupttn, So that the
low-complexity iterative decoding provided NASA a new codlalke“hOOd ratio of sloti is given by

family with improved coding gains. NASA's first use of turbo LR — e—me (141 b 1
codes is on the Messenger spacecraft launched in August of (ki) =€ + ' ’ (1)
2004. : . .

An efficient ECC design for the deep space optical channl\éf)re on the receiver design can be found in [6].
is the serial concatenation of an inner high-order modahati  [1l. THE SERIALLY CONCATENATED PULSE-POSITION
code and an outer convolutional code, namely serially con- MoDULATION (SCPPM)CODE

catenated pulse-position modulation or SCPPM. Moision andThe SCPPM encoder, shown in Fig. 3, consists of an outer

Hamkins showed [4] that SCPPM has the best performan&e’ 1) convolutional code, a polynomial interleaver, and an
1 T . __inner accumulate PPM (APPM) code. The trellis that dessribe
The research described in this paper was carried out at tierdpulsion

Laboratory, California Institute of Technology, under antact with the the inner code CO_nS'StS of 2 states dVIdZ parallel branches
National Aeronautics and Space Administration. between connecting states.
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y(t) %_WMJW_W%;: The adjustment term can be precompulted and §t0red in a
lookup table to reduce complexity at an increase in memory

GReceiver usage. We can also ignore the adjustment term entirely to

Lt LLR's save on memory — this approach is known as max log-MAP

decoding. Some of the loss incurred from this approximation

Fig. 2. From PPM symbols to decoder inputs. can be recovered by scaling the extrinsic information that i
passed between the inner and outer decoder [9].

A high level block diagram of the SCPPM decoder i8. Novel Optimizations

illustrated in Fig. 4. The symbol indicates input to the 1) parallel TrellisEdges: The trellis that describes the inner
constituent decoders aiddlindicates output. The inner decodegccumulate-PPM (APPM) code contains many parallel edges
operates on the APPM code and the outer decoder operateg8seen in Fig. 5. To efficiently handle this large number of
the convolutional code. For each code trellis, the Bahlkeéec parallel edges, Barsoum and Moision [4] use the fact that
Jelinek-Raviv (BCJR) algorithm [7] is used to compute thehe maxstar operation distributes over additions and deeel
a-posteriori log-likelihood ratios (LLRs) from a-prioriRs 3 method of grouping the many trellis edge calculations per
by traversing the trellis in forward and backward direcsion stage into one, and this combined value can be computed in
Extrinsic information (the difference between the a-poste 5 pipeline. We use notations that are standard in desatiptio
and a-priori LLRs) is exchanged in iteration rather than thg the BCJR algorithm. An edge connects an initial state
a-posteriori LLRs to reduce undesired feedback. More on the:) with a terminal state (¢). The backward recursion log-
SCPPM code and its decoding algorithm can be found in [4lomain state metri@ for states and stage: is computed as:

IV. HARDWARE IMPLEMENTATION .

SCPPM decoding uses the turbo principle. However, due Br(s) = max se (5,53 {Br11(5) + Ve (5,8)}- ®3)
to thg _unique structure of SF:P_PM (fqr exam_plg, pargllel edgg,e log-domain edge metrics are calculated as
transitions between stages in its trellis description}raight- L N
forward application of classical turbo decoding technijise V(85 8) = Max eiie)—s,p(e)=s {T6(€)} - (4)
inefficient. In this.section, we first discuss the tgrpo-lp@'t Since they.s, or we refer to as “Super Gammas’, are not a
of SCPPM decoding and then present novel optimizations thghction of a recursively computed quantity, they may be pre
led to a fast FPGA decoder implementation. computed via a pipeline and this reduces the edge computatio
A. The Turbo-Like Part time per trellis stage to one clock cycle. Thé&s are formed

Each constituent decoder applies the BCJR algorithm to thienilarly.
trellis that describes the corresponding code. Operatimas 2) Partial Satisticss To reduce the channel likelihood
performed in the log-domain to avoid multiplications whiclstorage requirements, we may discard the majority of the
are costly to implement in hardware. This approach is knovetmannel likelihoods and use partial statistics [10]. Thiaym
as log maximum a-posteriori (log-MAP) decoding [8]. Eache accomplished by processing only a subset consisting of
log sum of exponentials can be expressed as the max of the largest slot likelihoods during each symbol duratibe—t
exponents plus an adjustment term. This operation is knovikelihoods corresponding to the slots with the largest ham
as the maxstar function: of observed photons. The observation of the remaining slots
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terized by a second order polynomilj) = aj + bj2. The
bit position j is mapped to the positiofy (j)]N where []N Fig. 6. A one clock access interleaver design. The permutieldeas table
is the modNV operation. Let us factor the codeword length entries can be computed on-the-fly.

as products of primes, that i& = p}'p2* - - - p)*. Any poly-

nomial with b = pips ---pe anda set to a number that doesinner code trellis. If a straightforward scheduling is usged
not havep: ,ps,-- -, Of py as a factor is a candidate interleavef,,yerse the two trellises, the inner decoder will have tit wa

[11]. The mapping for thej + i)th interleaver position can |snger for the outer decoder to complete a trellis pass. It is

be expressed as a function of the current interleaver pasitiyyantageous to have both decoders complete an iteration in
j:

Y T : . the same amount of time. The latency in this case is reduced
fG+DNn=10G)+96 )N ®) because the wait time of the inner decoder is reduced. To do
whereg (i,5) = 2i5b + i (a + bi). This property enables anso, we partition the outer code trellis into distinct window
algorithmic implementation that does not require the magpi and decode the windows in parallel.
to be precomputed and stored [12]. For a codeword length ofFor M = 64 and N = 15120, the outer decoder is
N = 15120 bits, we found the polynomigl (j) = 115+21052 windowed by three. In this scenario, we observed through
to have good performance. simulations that no warmup windows are required to obtain a

For an M-order PPM modulation, the inner decoder properformance close to that of the non-windowed decoder. &Vhil
cesses a PPM symbol (or loty/ bit LLRs) per trellis stage. the concept of decoder windowing is not new, we did not find
A straightforward scheduling would be to read one LLR frorn literature a cyclic redundancy check (CRC) implementati
the interleaver memory per clock. This approach incurs g lothat works efficiently with a windowed decoder.
latency because the inner decoder would have to waijtlilbg  5) Cyclic Redundancy Check: A CRC can be used together
clocks before proceeding to the next stage. To design with iterative turbo decoding to stop iterations and flageod
interleaver that allows one clock read/write access wetjzart word errors. In windowed-based turbo decoding, the bitseto b
the interleaver memory into Igg/ modules. We illustrate our input to the CRC are generated in parallel more than one at a
idea usingM = 64. For these parameters, the interleaver ime. Therefore, the conventional serial input linear fesexk
divided into six modules as shown in Fig. 6. Each outer gellBhift register (LFSR) circuit that implements a CRC needs to
stage decoding produces two LLRs and these are writtenbi@ modified to handle this parallelism.
permuted order, with mapping given by (5) and computed on-Let us write a lengthk binary message blockn =
the-fly, to two of the six memory modules. Each inner trelli§nx—1,mk—2, -, mq), that is to be protected by a CRC, in
stage decoding requires six LLRs from the interleaver. #hegolynomial form:

LLRs are obtained by reading the same entry out of each of m(z) = mp_12"t +my_0aF 2 4 mg (6)
the six modules in parallel, that is, first the top entries out

of the six modules, then the second entries, third entried, al‘et the length n CRC protected codeword be =

so on. Thus, a stage of LLRs are stored and fetched frdfip—1> Cn—2,"" " C0) OF X ,
the interleaver in one clock. The deinterleaver is designed c(r) =cp12"" " +cp2r" "+ + o (7)
similarly. . . _ . and the CRC generator be
4) Decoder Windowing: The inner trellis consists of n—k
g () = gn-rr + -+ go- (8)

N/log, M symbols or stages. The outer code trellis is a rate
1/2 code and had//2 stages. For PPM ordeid greater than The CRC polynomial (x) is calculated by first shifting the
4, the outer code trellis will contain more stages than theessage polynomial left by— k positions and then by taking



[ log-MAP | Used/Total | Utilization | Inner | Outer [ Misc. |

the modulog (x) operation

BRAM 1017168 60% 19% | 9% | 32%
r(z) = Ry(z) [m (2) .a;”—’“] , 9 Slices | 30174/46592|  64% 52% | 6% | 6%
where de@* (x)] < n — k. The codeword polynomial is [ max log-MAP | Used/Total [ Utilization [ Inner [ Outer | Misc. |
expressed as(z) = m (x) -+"* + 7 (z). Sices | oussriessz| 5% s | 19% | 5%
. Ices
To verify the CRC of a codeword block(z) = c¢(z) + . . - :
e (z) that might be corrupted by an error polynomialz), TABLE |
we computeRg(m) [é(x)] = Ry [e (z)]. Therefore, if the SCPPMDECODERS ON THEVIRTEX-11 8000 FPGA.

remainder is zero, the CRC passes and the error polynomial
is zero. If the remainder is nonzero, then the codeword is

corrupted. Note that we won't be able to construct the €M clude blocks that consume resources such as the ciguitri

pollyno_m(ljale(sfj) grom dtr:e [S R((j: rerg_amdtefg(m) Ee (gtC)ll.'t o800 memories instantiated for the interleaver, deinteeea
¢ S v¥|nd 9\';/6 tr-w a(S:eRC urbo deco ;ng € ou”p:J WI Zrea_ Rd FPGA interface. Thenhax lookup tables (LUTSs) for the
0 be Tec Into e are generated in para \el. We GesCrigy MAP decoder are realized as read-only memories (ROMs).
how a CRC circuit can be modified to handle this parallelism. .
. o L : The max log-MAP decoder, with all of the proposed ar-

Let the code trellis be partitioned intpdistinct windows. . P :

The codeword bolvnomial can be written as chitectural optimizations, supports a maximum clock rate o
W poly ! wni 60 MHz and a throughput of 6.4 Mbps based on 7 average
c(x) =c1(v) 2™ +ea(z) 2™ + -+ ¢ (2). (10) iterations .

The decoder performance is shown in Fig. 7. The word
error rate (WER) is plotted versus;, the average number of
Ry lc(x)] = Ry ler(w)2® +co(x)2® +---+¢;(x)] signal photons per PPM pulse slot in dB. The average noise

= Ry [Ry(w) [e1 (2) 2] + Ry [e2 () 2°2] photons_per s_Iot iy, = 0.2. Eac_h codeword consists of 7560

bt Ry [ ()] information bits. A word error is declared when the decoder

9(@) 1% decision could not converge to the correct codeword in the

= Ry [Ry() [e1(2) k1 (2)] (11) maximum number of allowed iterations which is set at 32. Out

+Ry(z) le2 () K2 (2)] + -+ 4+ Ry(y) [cj (x)]] , of the 7560 bits, 2 bits are used to terminate the trellis ahd 2

B s1 s ) bits are used for Cyclic Redundancy Check (CRC). The CRC
wherer; = Ry, [¢*], i = 1,2,--+,j — 1, and each; (z) V6Jolynomial isz?? 4+ 2° 4+ z* 4+ 23 4+ 1 and has an undetected

can be pre-calculated. The CRC LFSR circuit for the window-

) . word error probability of approximately-2=22 = 1.67x 10~
based decoder will consist of both feed-forward and feeklba; suming 7 average iterations. To reduce the undetected rat

tap connections. The feed-forward taps are given by the X e decoder runs a minimum number of iterations first before

of x; (x)’s and the feedback taps are given by the generat\%lidating the CRC.

g (x). A generic LFSR circuit that multiplies an arbitrary . . :
. - : ; We make the following observations in the performance
polynomial x; (z) and divides an arbitrary polynomiagl(x) . e ) ) :
can be found in [13] plot. Fixed-point implementation (circle-line) has a OB .ldss
' compared to the floating-point decoder (dashed-line).iip
V. SYSTEM PERFORMANCE and and normalization of the state metrics led to a floor at
A. Stand-Alone Decoder 10—°. Max log-MAP decoder with fast modulo normalization

-line) h 0.6dBI d to log-MAP decodi
The SCPPM decoder fod = 64 and N = 15120 (square-line) has 0SS comparec 1o 109 ecoding

: v imol d Xilinx Vi 11-8000 I:PGA(circIe-line). Max log-MAP decoder with a scaling of the
Is currently implemented on a Xilinx Virtex II- ﬁ(trinsic information by 0.5 (diamond-line) recovers 0B d

i ! e
part, speed grade 4 (XC2V8000-4), which sits on a Nallategut of the 0.6 dB lost. Although not shown here, the SCPPM

Ber_1DATA—WS board. The memory requirement is rgduced l:@f)de scheme has approximately a 3 dB signal energy gain over
taking only the top 8 channel LLRs as decoder input. T% equivalent rate RS-PPM code scheme
LLR input quantization is 8 bits, 5 for dynamic range and 3 '

for decimal precision. We have implemented two versions 8 End-to-End System
the decoder: The first is the log-MAP decoder with clipping We have successfully demonstrated [14] an end-to-end
and normalization circuits. The second is the max log-MABCPPM optical communications system as shown in Fig. 8.
decoder with modulo arithmetic (which allows operations té/e are able to deliver quality MPEG-2 video from a camera to
overflow without the need for normalization) and windowinga display using this setup. The transmitter employs a 1064 nm
The outer code trellis is windowed by three. wavelength (Nd: YAG) solid state laser to modulate a stream
The total FPGA resource utilization (slices for logic andf SCPPM encoded symbols. The PPM pulses are then sent
BRAM for memory) for the two decoders are given in Tablever a fiber optic channel. At the receiving end, a Hybrid
I. Note that the max log MAP decoder is a 4 million gat&®hoto-Multiplier Tube (HPMT) photon counting detector is
implementation (53% of 8 million total gates). Windowing ofused and the receiver assembly converts the photon codats in
the outer trellis by three also led to three times the BRAMLRSs for our FPGA decoder. The results of the experimental
consumption in the outer decoder. Miscellaneous numbeumns at various operating points are plotted in Fig. 9. There

We can then write the check polynomial as
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